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Almtl:[i(’1

A tic\+’ tec)~ttoIogy dc~)cloi)ttlett ieffot[ is li)l(lct>\’cly(itJl’1.  tli(It
ttwtgcs uew  teclmologie.v  for outotarilittg  .ymcecrajt fl(tlctio)l.~
b~’ifh (Itlcbi’cotlce[)tfor tuissiott opctr{liotl~.  7his teclltiology,
comttiotlly  trJ2wd  10 m bwmdw tuetlimitlg. is [I ptmm .fot

elituimtitlg  the gtowd to spmw’mfl  telemetry Iitlk dlit-it)g
I)eti[)d.vo  froutitteo  ])erotiotl.  77jcgo((l ofl}liLT ttc\t’(il)l)to{( rll is
to sigtlificwtllly reduce the size of flighl pro ject  qwtritiotlv
icoms to lobiwr  cost. W i t h  bcocotl ttlollitoritlg,  otte (~.~mt
possible bcwcot)  “tones” will itlitifltc  gtolltki  resp(m.w ocliotls
bosd m t h e  .vpocectrfl ’s ci.vsessttmt  0/ i t s  oktvt slolc  m
dctetwitd by othocod  autonottly. Wf!i’tl atl (’I’ctll Oc(’ills

requiring ground  itllawwiiow lhc spdccctofl  w i l l  ttrlllvtllit

intelligct)t tcletmtry suttmcirie.~ to quickly provide Olwtalotx
the  twctmary  Cotltexl itlforttmtiou. A s  iipptopti[ite, gtt)iitul
pcrsotuw[  will be able 10 (icce,v.v telottwlty, di.wble  odl{Kitd

autotmuy,  (itldcott)t}t(itld  tltc.v[)ucect(i flf{)l wotmily resoll~lioji
ortopctfortu rolilitlet tl{iitltetlotl((”

1 . 0 introduction

“J’tlc Jcl}’rol)L]lsio]l  l,aboratory l]asalo])g  Mory
in cicvdoping  and operat ing “autmomoas”
robotics j)acccri]f[.  Autonrmyin this traditional
sense has  largely pcrlaincd to r e d u n d a n c y
n)anage.rntmt  and alarm lhrcsholc]-basd  spacecraft
faul~ pl-otcclion. lk)r  sonm time, mission
opcratirm  engincc.rs and software. technologists
at J]’],  have been evolving a ncw vision which
will rcsull in onboard  fanc(ionality that allows
the spacecraft to bccomc  dc-coLIpleLl  from the
groancl most of tbc time. Aclvancesin  mission
dcvdoptmnt  proccsscs,  computing hardware and
the maturity d artificial intelligence tcchniqaes
l]avcbcct]t l]cprit))ary  technical enablers for this
approach. A willingness on the part of NASA to
invest in technology that substantially reduces
operations costs has been the programmatic
enabler.

Thcalltononly  visioIl, howcvct-, was somewhat
b] LIIIj’  Until alK)LIl a yc.aI’  ago .  As  t he  ]’lllto
ltxJ)ruw  mission operations concept cvolvccl, a
new’ lilillcnniam visio]l  for “darkening the skies”
with inexpensive. robotic spacecraf( early in the
next ccntary  was set fot(h by NASA. NO W, in
ackliti(mtotbc  nc.cdtorducc mission opc.raticms
cost, was the ]cali?ation  that existing ground
statio])  trackitlg rcsouwcs  may prove inadequate
to haIIdlc large nulnlms  of missions. l’hc end
result has been a ncw tc.chtmlogy concept for
]nissilm c)pcr:t(iollsc:illc<l bmicon ttwli[orittg.

2 . 0 llcacolI  Overview

lkac(,n monitm iag Icpre.scnts a significant
dcpatmrc frm[[ the way ]nission opcr:itions has
typic;tlly bceII ]rIfor  IIIcd within NASA, With
beacon nmnitorinj!,  t}ic spacecraft is .givcm the
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authority to initintc interaction with the ground
only w h e n  required.  Although still fully
accessible, the spacecraft will be cngincerd  to ix
much nmrc sdf-sustaining  an(i will be capable of
analyzing all engineering nmasaremcnts  onboal(l
(luring periods of roulinc operation. Chdmad
adapt ivc scqmmcing, da t a  co l l ec t ion ,  rmd
performance analysis will place the spacczraft in
the  bes t  position to know w h e n  g r o u n d
interaction is rc41uired. Ilcacon monitoring is a
process for interacting with this level of
[llltOIK)llly.  Wtl CIl bC.aCOll 111 O1litOritl~ iS LISCC], ODC
of four possible messages will be sclcc[c{i by
onboard software and translnittc.ct  to the ground i n
the fmn of subcarrier  tones or other signals that
can be dctrded by the gI-OLInCi  without the noxi
for large aperture deep space antennas or elaborate
symbol synchmni 7crs, bit cictcckms,
convol at ional decoders, etc. l’hc four spacecraft
bcaccm monitor messages wili be:

l--[  Gl<llI\N]  l’m OK and don’t require any
ground interaction at this time. Check
On mc again tomorrow.

2--[}<1  il )] I am in an cnmgmey  mode and
]-cquirc  ground  interaction as soon m
possible.

3--[ ORAN(il i] 1 require glOUld  interaction
sometime in the next few days, so 1 cm

Figure

1==1.Spacccdt  [;cnmrtrs

down]  ink dakl stored cm-board which
otilcrm’ise wil 1 cxccd  storage capacity
and be OVCI wti(ten,

4 [YIH J ,OWJ 1 (io not reqairc any groan(i
interaction, but I have information tilat
you  nlay bc in(crcstcci in having me
Ctownlink earlier th:in the next Scilcduld
track.

When IIcccssal”y duc to Onhoml evcllts,
intdli:cnt sumlnaries  of engine.cring ciata wili be
ciownlillkcci 1() rapicily provicie. context
inform:ltion to the proiccl fii~h[  tcanl. lf farther
in[crac[ions  arc }c(i;lir;~i, the
a b l e  t( ) reccivc a(i(iit ional
Conlmiln(is  to the spac(’cl aft.

]~n~l.1(,.cl~(l  ])ro~~fs.,—.  — ——

~wojcct team will bc
telemetry an(i scn(i

l’hc et,(l-to-cnct Bcacoa h40nitor process can ix
rqwcsetlted  as a Ilowchatt  showing functions
pcrforll,ed ollti]c sI>:lcerraf[ alldgroLlllcl segments.
ltlcfliy,hts  egt]lclltf lll~ctiol~s arcit~~}>lc[l~clltccl in
softwate whiic the groun(i segment functions am
rc.prcscntcd  as a  combinat ion of soflwarc  arKi
“peoplr”  procc(iurcs. ];igurc  2.1 represents tile
“sttaw’ll]arl’’proccss f(w bc.aeon monitoring. l;or

2.1
Strawman Beacon Monitoring l’roccss

llcnccrn  I ,i nk
--B

Tclcmcky 1 irk
g&.-—  - - - - - - - - -  ..~

Tdcmctry  1 irk
$&___.--.-...””.-. .X
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pcriocls in which beacon monitoring is used, the
spat.ccraft w i 1 I generate a beacon “tone” which
will bc rcccived on the ground by the beacon
monitor scrvicc aa(i I-elayed  to the flight team.
‘1’his  may bc hanctlcd each clay as an mail
message, an intcrnet  bulletin board, or via a
silnplc pbonc call to the flight teata. If the
bcacm message in(iicatcs  that the spacecraft is
requesting furlhcr interactions with tbc ground, a
tclcnmtry tmck will bc schcdLIled  and commands
uplinlwd to direct the spacecraft when to begin
transmitting cnginccring  summary or slored
scicncc data. At this point, tbc flight project
t e a m  will a n a l y z e  the dmwdink  data arKi
determine if forlhcr actions arc requited.  If the
spacecraft must bc commanded from the ground
or if more data is required in order to analy~,e an
onboard  anomaly, another tracking request  will
bc issued and Ibc spacecraft will bc fully
con~mandablc.

1 )cscribing fligbl software compcmcnts provides
additional insights into tbc beacon monitoring
concept. It is important (0 realim that although
beacon monitoring is enabled by --and forms a
portion of -- a ncw vision within NASA for
spaccclaft autonomy, the overall concept should
bc gcncral]y app]icablc  t o  m i s s i o n s with
cnbancccl onboard automation capabilities.

BP(ICOII  ToItP Geticration
When beacon monitoring is uscct during a
mission, t hc spacecraft wi I I continuously
transmit a beacon signal to the extent possible
given mission activities. A hcacon software
“layer” will bc infused into the overall autonomy
arcbitccture  and will be responsible for providing
tbc highest ICVCI of spacecraft state assessment
and will send the appropriate message to set the
frequency of the. beacon transmitter.

At JI’1., mission operations engineers and
software technologists are generally assuming the
four-moctc syskm. The notion that the.rc nerds
to bc a small number of tones to limit the
operations response space has been gaining
acceptance even though the temptation is often 10
provide spacecraft state information by adding
mmc modes. } laving projeet-definable modes is
also an option and adds ftcxibility to the overall
concept. It makes  sense that a project may use
beacon monitoring cliffcrcntly duritlg ctiffertml
mission pbascs  and that different types of

missio]ls  are likely to lIavc different uses for the
beacon

I{tlgin ecring Summary
‘1’hc ~,oal of cnF,inccl ing sumn~ary data is  to
quick]) provide context information to tbc flight
team when g( oun(i i nte.ractions  are required.
Dcfinillg  this capability is a fonni(iablc task ~Kl
is itself a novel comlment within the overall
technology. Advaaced anonlaly ctc.tcct ion
metho(ls  [ 1 ] m expcc(cd to have a role i n
engineering sumtnaly f(mllulation. l’igurc 2.2
illustrates bow cn~ineclill~ summary data fits
into the overal l  Itlonitoring p r o c e s s and
highli~’hts  some of tl m kcy differences bet wccn
beacotl monitol ing and traditional opcr:itions.

1{’igurc 2 . 2
Role of lhrginecling Summary

uithin  the Ilcacotl h40nitoring I’mccss

I--mm--+::t=:t=m=imli--l
I  tlcrforlllance  I  telcl]wtt  y I sulnmary  I

Although still i n tllc early stages of
development, initial brainstorming has provided
insigll{s  into the tyl Jcs of itlformation  that should
be COJ nputed onboard for inclusion into these
sunml; tries. ‘1’hc  ca]mbilities o f  onboard
autonomy  should enab]c a highly flexible,
adaptive sunlm:it-y cal ~abil it y to bc implcmcntcd.
Figure 2.3 lists som of the candidate
components.  11 is Ii kcl y that spacecraft state
infer-lllation, a te.lclnctry summary, and possibly
full-fl  ,tmc telellwtry will be c(mcatenatcd  togc.thcr
to fot m each sumtaal y. ThC SCOPC Of Crld30at’Ci
conditions and link constraints will dctmninc
h o w  ll~uch inlomation  is pmvidcd  in each of
Ibcse three areas.

RAI,.GS.5S.3



Vigurc  2 . 3
COmpcmcnts of 1 hlginccrirsg  Summary

Spacecraft Stale lnformmtion

● Spacccrafl  muck information

● command 1 ,rrg
● live.nt I .Og
● I)a(a  pmvi(tinp,  insigh[s into ontxwd

in fcre.ncing

‘Jklcmrtry  Summary
● ,Snaps  hot lclcmctry

●  ,Slmv ‘1’rcmis

● ,Sliitisli L’al  Summaries

●  ‘1’clcmc(ry d~[d (lmsy compicssion)

FuN Frame ‘J’dctnclq

● Scnsur dala causally rclakxl  10 sensors

dclcding at]  anomaly or significant CVCII(

● Ancillary in formti[ion  10 sappor[ pliiyb:iek
● Olhcr  full-frame cngimxring  klcmc(ry

.—

Frtll-back  Cnpahili!v
Spacmmfl  that t;sc bca&m nvmilorin.g m u s t  k
capabk  of operating in deterministic, nrm-
autmnateci  mocks as well as in automated modes.
IJcsigning  for eflectivc  fall-back capability is
lm-gelya  systcm el~gil~ccriI~gprobleI~l  resolvable
during ctcvclopmcnt. At thcbcart ofa fall-back
capability istheability todisableautcmmy.  An
cxamplcof this might be specifying hierarchies
of rule primitics  during clewclopmcnt  so that
individual, or classes of autonomy rules, can trc
dc-activated during anomalies ancl during gmund-
bascd troublcshmting  or for particular mission
activities or phases. This is an essential fault
}~rc~tccti{~ll cf>l~siclcratioll  aswcll  as an operability
issllc. forsl~:lcccraft systems that use a rule-based
approach to cmboard autonomy.

Groutld  Trctckitlg
llcacc)r~tollcs  cotllcib cil~lplcII~cntcd  as mociuiate~i
subcarricr signals. With such an approach, a
spacmraft  may be assigned a unique carrier
frequency an(i the subcarrimx  (beacon [mm)
woui(i cormspon(i  to known offsets from that
carlicrflc(ltlcllcy.  Since the scheme must hanciic
many spacecraft, it has been propcsse{i that each
spacecraft coLIici  have a u n iquc carrier frcq uency.

The ground station antenna size is a function of
the transmitter ra(iiatwi power, the s/c antenna
siz.c, the s/c antenna pointing accuracy, anti the
maximum ciistance imposed by the spacecraft
trajectory. Since no [iata (tcle.mctry)  acquisition
occurs, the groun(i antenna rccciving  ti]e beacon
signai can bc smaller because the signal can bc

il)tegr:t! cdc~ver iollgcrl ~cric)(isof time., Also,  for
be.acm nmnitorinF,,  the s/c can be flown in a
wicicr iimit cycle (ie~ldbm~d than for teiemetry
dcrwnlink,  provi(iin~  savings in atlitu(ic control
gas.

I>csigtlcrs  must 81s0 consi(icrciata  rate rc{iucticrn
as a f~lnction of spacccraf( clis[ance from carlh.
This is a key is<uc in drtcmining the quantity of
enp,inecring  or fuii-franm telemetry data that can
bc ciownlinked in tllc aIIIount  of tracking time
avaii:it}lc. in fact, inleiiiy,mt engineering ciata
sun~marim  shoLll(i i)r awcmb]c(i  w i t h  t h i s
ccrnsi(icraticm itl Illin(i.

Missiott  Operat ions
l;O1  lotIg  ciuration  Inissio]is involving comp]cx
spaceclafl,  tile cost of mission operations can
cxcee.(i(ievclol>l~lelit  cost [4]. Beacon monitoring
technology brings wi[ll it two mechanisms for
rcxiucing cost. I’t)cc:ll);tt)ii  itics of ncw onboar(i
technologies can pcrfmn  functions that woLIlci
tlorj~}ally  bcpc]forll~c(i(~~l  ti~c ground. Re~iucing
tbctypcsof  tasks that lnission operators perform
w’ili rl’<iuce mission o}malims  costs [4]. The
otiler cost saver is tllc fact that with beacon
nionitoritlg, operators wiii otily bc callcxi in on
demanti,  resultinp,  in i(t] entirely new staffing
approath.

To illilstrate the point ,  one can think of
traciitiollal mission operations as “continuous
intensive care.” llcacm] Inonitoring  will cnab]c a
staffinf profiic m o r e  a k i n  to an “etmgcncy
room,” whcretlmp:i~icn[  (tliespacccrafl)  (iocs not
require any assistance unless it bclicvcs  itself  to
bc unh(althy.

TiMco<t  savirr~s  fron] such an approach appear
to bc s(]-aigl~tlc)riv;it-tl,  b u t  clne.rgency r o o m
staffiny it~tro(il}cess  (~l~lci sstlcstil:tt must bcdcait
with ill (iefining a ltlission operations appro:ich.
l’erllal~s lllostiltlllorlalltly,  :ltrallsitiorl to beacon
monitoring sboulci  only occur af(cr tiic mission
cspcrati(ms  team i~as built a base of experience
with a spacecraft, I’tiis  islikcly  to occur anyway
{iuring, (he period in wilicll  lint-launch checkout
takes },lace. Sliil, it is important that the
operators learn tile peculiarities of a given
spaceci ,Ift.

Anotilci c{mceni  is [hilt operators c{mki  bemmc
rusly ttithout  ilavi[ig toutine interactions with
thcspa(ecraft  alici woulci Ilot be able to ctiagnosc
anomalies at an appropriate level of proficiency.
T’rainitlg  is anotimt concct JI. The problem hcm
lies in how [o bring it~ ncw operators witimut
on-the-job training.
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Simulations bold promise as being a solution for
many of the s(affing issues that must be resolved
for beacon monitoring to bc effective. CXe
vision is to cvcslvc simulations throughout
dcvclopmcnt  and transition thcm into operations
to support training, and lroubleshrmting  analysis.
These simulations woLIld  have a fault injection
capability and WOU1(I  adapt to match the behavior
of tbc spacecraft throughout the mission.

Another  considcratirm,  partially contingent cm
the requirements of sitnulaticms,  is the need 10
poll the spacecraft periodically for cnginmring
a r c h i v e  tclcmctry daring  t imes  when  a l l
conditions arc nominal and the beacon nmdc is
“Green.” Although the simulations may not be
exactly operating in paralle.] with the spacecraft,
there is likely a need to pc.riodically  synchronize
tbc sitnulation with the aclual spacecraft to
adequalcl y nmtcl  slow trends in certain
behaviors.

3.0 Technology Dcvclopmcnt

Most of tbc time at J]’].,  technology
dcvclopmcnt  cffmls are funded, especially in the
cady stages, by the I<&I> organizations within
NASA. introduction and funciing of this
tcct~]~ologyl>cgat~bott~  in flight project (actually
the l’luto lixprcss ~-project) community aIKl

tt~crcscarcl~ col~~t~~tlnities  at JP1,. The approach
taken so far has been to work toward developing
a widely applicable yet consistent tccbnc)]ogy for
cruiscphase  bcaconmrmitorin  gfor usc on future
space missions. l~iverse funding should enable
cvolutirm of tbistypcof  general solution,

l)cvclopmcnt Process

IIcacon  monitoring is partially emabkxt  by new
approaches to technology and mission
dcvelopmmt  , Concurrent engineering, which
has been defined as “. . . thc simultaneous
cfcvclopmcntof Iwo ormmcinteracting systems
frolllt llcc:trlics(s  tagcsoft  l~csystctll  life cycle
tllr(lLlgll  ttlcclesigtl:lllcl devcloI>tllctll process” [3],
provides the basis for effective devdopmcnt  of
tbiscnd-to-cnd technology. Rapid pl-ototypiag,
evolulicmary (Im!loplncnt proccsscs,  a n d
tcstbedding in conjunction with concurrent
cl~git~ccritlgre(itlcethc risk and possibly the cost
of developing this ncw tcc}mology. Another
important dimnsion to beacon monitoring
ctcvclopnmnt  i s successful coordination with
relevant projects and programs.

Bcacoli mrmitorin~ tecllno]ogy development can
be. broken down into five pritn:iry  clclivcrablcs.
Stl{>vjli lll;igtllc3.  l,c:lcll(l cliverable signifies a
milest(~ne in technology readiness. NASA
de.scrillcs tcchno]ogy ]na~utity using l’ccbno]ogy
Readitlcss  l,evcls (l’R1,’s).  [2] ‘1’askssuppor(ing
the ctiuh dclivcmblc will yield “evolutionary”
de.nmt hat will bc continually refined. }Ience,
‘1’R1,’s  arc shown :{s a range with the  u p p e r
bound serving as tlm rating for the final
delivct,tblc.

Figure 3.1
Mission lkvelol)tnm~t  Dclivcrab]cs

k=&24aCot Icept description
GrcJLlnd-bascdtechl~c~l{j~  demo
Sill, ulatecl ffi~ht experiment

t =2---Z++Flif’b( expcrilnctlt
I;uli-up use on a fll~~~ro cct.—

Ttlcdc\'eloplllet~  tl~l~il(~sc~l~} ~iesc)Lltlirlccl abo\~c  are
likely to play a key role in SLICCC.SSfLl]
devclo}mmnt and infusion of the technology for
beacc)lll~lo[~itolir~g.  l’l(JI>osecllllissio~~s clcscribcd
more ful ly  below,  secm to bc using these
approa~hes  so fat- in development activities.
Such uniformity is likely to make sharing of
Iccbnologim  a n d  pr{~totypcs across pr{jccts
easier, l’llrt}~er  rcdllcill~ (lc}’elol~l~lcr~t cost.

Lnfosion into. JEI&.l{l.~llt  l’roiccts

Thcteuhno]ogy  infusion lmccss witbin NASA
has b(m described as a combination of
“tcchr]ologypLls}~’’at~ci “mission pu]l.” [2] ‘f’his
appcm  to bc happenitlg  as upcoming n~issic)ns
arc cxllressing  an intclcsl in the technology for
beacon monitoring and the supporting
technologies for spacecl aft autonomy.

]’luto  lixpress
A S  plcvious]y  mct,tioncd,  l’luto ]lxprcss  h a s
been il,strun~mtal in (lc\’clol>ir~gt l~ctcct~t~ology.
]’]LltO  I;xprcss, with its long duration
illtcrl~l:l  rlct;lry crllisc, is:irli(lczil mission for full-
U p  USC of beacon nlonitoring. ]ronically,
though, it is at the end of [he flight opportunities
pipc]in[ and it is likely that the capability will
bc fligllt-clclllor~s(l-atc(l  solnctimc pr ior  to  the
Pluto 1 ‘xpress  launch. liarly dcmcmstration  will
reduce. Pluto llxprcss development risk and will
better insure that tlm c-anabilitv c a n  b e

‘ .

SUCCCSSfLl]]y  cxploi(c(i d u r i n g  ])]uto  I{xprcss
cruise jhase.
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l’lato lixprcss recognizes and plans on leveraging
o u t s i d e  dcvdopnmnt  cf’lorts,  but also considm
intctml  dcwclopment  fLlnding essential to mdLw2
technical aaci programmatic risk. ongoing
evolutionary prototyping activities that support
beacon monitoring and demos are plannccl for (his
year to illustrate the concept. Initially, the
prototype will clcnmnstralc  only toot sclccticm
by ‘firing’ spacecraft aotonomy  rLlleS based cm
simulated tclcmctry valocs. The next step will
bc to cicvclop an early form of cmboarcl intelligent
cnginccring  satnmary. Over the next year,
emphasis will bc placed on developing tbc
engineering sommary  technology component,
]’rototypcs  will continue to evo]vc and the
rcsalts of ootside  efforis w i l l  b e  infoml a s
appropriate throughout development.

NC w Millcntt iuot Program
‘I%is  effort grew out of the acw NASA vision for
“ciarkcming t h e  s k i e s ”  w i t h  spacczraft  and
manifests lbrcc near-tcnn J]’], missions. The
program is organiy,cd Ihmogh integrated PJOciLJct
l)cvclopmcnt  Tcanls  (1 l’I)T’s)  w h i c h  arc to
sLlppl y each flight project team with ncw
lcc.hno]ogics.  IIcacon  monitoring is ccmsictcrcd  a
priot-ity within the Autonomy 1 I’I)T and a flight
cxpcrimcnt  is under development with tbc first
Ncw Millcnniom flight as the target
denlonstration opporlaaity.

01’SA T
01’crations  SATellitc,  O] ’SAT, is a proposed
low-cost NASA mission for flight demonstrating
bcamn nmni(oring  and other technologies for
rcctociog the cost of mission operations. ‘1’his
mission concept grew out of a realiza(ioa  among
mission operations technologists that Ihc
scicncc-chiveo  natarc of most NASA missions
limits the amount of risk that can bc taken and
has tended to p]acc mission operations staffing
conccros at a Iowcr  priority. Althoogh  this
atlitaclc i s  c h a n g i n g  cloc to ever  iacrcasing
prcssLlrc to krwcr  cost, a strong need exists to
highlight bcaccm monitoring and other
tcchno]ogics  for low-cost operations. All aspects
of the cad-to-cod capability for beacon
monitor ing woLIkt  bc ctcvelopcd. The 01’SAT
flight team wookl  validate the technology and
woulcl actoally demonstrate low cost mission
operations through rcdLlccd staffing ICVCIS.
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devc]oJlnlcnt  of varioos aspects of the capability
and has contributed to discussions that have
refined the opcr:itions Concept.
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